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Long-context LLMs are Getting Amazingly Strong
Gemini 1.5 Pro is getting almost Perfect Score on 10M Context Retrieval 

Team, G., Georgiev, P., Lei, V. I., Burnell, R., Bai, L., Gulati, A., ... & Batsaikhan, B. O. (2024). Gemini 1.5: Unlocking multimodal understanding across millions of tokens of context. arXiv preprint arXiv:2403.05530.
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Motivation



Long-context LLMs are promising

• Can AI agents one-day solve humanity’s most 
challenging intellectual problems, like advanced 
mathematics or scientific discovery? 
• Note: 88K tokens in Fermat’s Last Theorem Proof

• Context-level methods (RAG) cannot capture deep, 
interconnected logics and semantics 

• Long-context LLMs are the only viable path right now towards 
a true intellectual agent 

• We need high-quality long-context benchmark with fine-
grained control of both complexity and context length and 
sufficient test examples
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Wiles, A. (1995). Modular elliptic curves and Fermat's last theorem. Annals of mathematics, 141(3), 443-551.

Motivation



Limitations of Current Long-context Benchmarks
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Motivation

Hsieh, C. P., Sun, S., Kriman, S., Acharya, S., Rekesh, D., Jia, F., ... & Ginsburg, B. (2024). RULER: 
What's the Real Context Size of Your Long-Context Language Models?. arXiv preprint 
arXiv:2404.06654.

• Three major limitations: 
• Tasks are too simple (text retrieval, 

text summarization, QA) 
• Short-context problems bloated to 

longer context (detectable filler text) 
• Too scarce 

• A close look at RULER 
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Motivation

Github Code Completion 
• SWE-bench (2024) – 2294 Problems from 12 repos
• DafnyBench (2024) – 782 ground-truths 

• SWE-bench on average consists of 438k lines of code 
• Baseline using RAG + LLM (BM25 as retriever) 

performs poorly 

• Data requires huge human labor to clean + deduped 
+ verified (Cannot be scaled up Easily) 

• Problems cannot be quantitatively categorized in 
incremental difficulty, nor controlled context length 
(Cannot be Controlled with Fine-grainularity)  

Carlos E Jimenez, John Yang, Alexander Wettig, Shunyu Yao, Kexin Pei, Ofir Press, & Karthik R Narasimhan (2024). SWE-bench: Can Language Models Resolve Real-world Github Issues?. In The Twelfth International 
Conference on Learning Representations.
Chloe Loughridge, Qinyi Sun, Seth Ahrenbach, Federico Cassano, Chuyue Sun, Ying Sheng, Anish Mudide, Md Rakib Hossain Misu, Nada Amin, & Max Tegmark (2024). DafnyBench: A Benchmark for Formal Software 
Verification. arXiv preprint arXiv:2406.08467.

We argue that current long-context benchmarks cannot sufficiently evaluate the value of long-context LLMs.



Simple-to-build RAG Systems are Surprisingly Robust 
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Motivation - RAG

LLM 
(context 2K)

LLM 
(context 128K)RAG+ ≈

Our experiments show that RAG (retriever + decoder) is surprisingly strong and robust 
on existing popular long-context benchmarks reaching scores comparable to long-
context LLMs! 

However, if that is true, long-context LLMs (LC-LLMs) are almost useless on these tasks 
• (prefilling) RAG only needs to tokenize chunked context, compute distance, topk select chunks 
• (prefilling) LC-LLMs encodes every token in the context 
• (decoding) RAG only asks the LLM decoder to attend to the short selected context 
• (decoding) LC-LLMs needs to attend to every token in the long context 



Simple-to-build RAG Systems are Robust 

RULER LongBenchv2

LongBench LOFT
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Motivation - RAG

• We use four common long-context benchmarks for our studies: RULER, Long-Bench, Long-Benchv2, LOFT 
• Llama-3.1-70B-Instruct (2K) + al-mpnet-base-v2 vs. Llama-3.1-70B-Instruct (full context) 
• Here we consider a passive RAG and an active RAG [1] as the two RAG reference methods 
• Full results shown in paper, we found for most tasks, RAG matches or even surpass the LC-LLMs 
• (Caveat) There exists tasks where RAGs are sub-optimal: CWE from RULER and PassageCount from LongBench 

• though these tasks don’t really need NN to solve 
[1] Jiang, Z., Xu, F. F., Gao, L., Sun, Z., Liu, Q., Dwivedi-Yu, J., ... & Neubig, G. (2023, December). Active retrieval augmented generation. In Proceedings of the 2023 Conference on Empirical Methods in 
Natural Language Processing (pp. 7969-7992).

* Full table in the paper Appendix C. 



Simple-to-build RAG Systems are Robust 

• Here we take a closer look 
• We use the retriever to compute the distance between each context chunk and query  
• We rank them from large (left) to small (right) – From least relevant to most relevant deemed by the retriever 
• We also manually labeled the chunks are needed to be pulled out labeled in coral 
• Other chunks are noise so labeled in blue 
• The filler text are cleanly separated from the necessary context 
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Motivation - RAG



Problem Statement 

• How can we develop a benchmark that contains sufficient problems at every 
fine-grained level of reasoning difficulty, from easy retrieval tasks to infinitely 
hard challenges, while providing infinitely customizable context length with 
high information density?
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Ideally, we want a long-context benchmark to have the following 
characteristics: 
• Offers Controllable and Scalable Complexity 
• Hard-to-distinguish Noise (Only LC-LLM solvable) 
• Infinite quantity (or at least at large amount readily available) 



Reasoning Questions Through Computational Graph: 
Explicit Operations 
Q: There are 7 lions in South Zoo. # dogs at North Park equals 5 + # Lions in South Zoo. # pigs in South Zoo 
equals the sum of # dogs at North Park and # Lions in South Zoo. What is # pigs in South Zoo. 

Q: Given [1]. [2] equals 5 + [1]. [3] equals sum of [1] and [2]. [3] is? 

#Lions in Zoo

#Dogs in Park #Pigs in Park

5
1

2 3

You can see that if every Ops are stated explicitly. The conversion from and to a computational 
graph and a problem in natural language seems to be very easy. 

Say if every Ops are explicitly stated in the problem. Then, we can do it backward. We first 
generate a graph, we randomly perturb the graph (or randomly generate new graph), and convert 
back to natural language (infinite scale up the difficulty and problems quantity for every op) 
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Computational Graph

Ye, T., Xu, Z., Li, Y., & Allen-Zhu, Z. (2024, July). Physics of language models: Part 2.1, grade-school math and the hidden reasoning process. In The Thirteenth International Conference on Learning 
Representations.



Reasoning Questions Through Computational Graph: 
Implicit Operations 
[user] For any location mentioned in the problem, if a type of animal is never mentioned for that location, 
assume its inexistence. 

[user] # Dogs in Jefferson Zoo equals 5. # Lions in Jefferson Zoo equals # Dogs in Jefferson Zoo. What is 
the total number of animal in Jefferson Zoo? 

[Answer] # Lions in Jefferson Zoo = # Dogs in Jefferson Zoo = 5. Total number of animal in Jefferson Zoo 
= # Dogs in Jefferson Zoo + # Lions in Jefferson Zoo = 5 + 5 = 10. 
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Computational Graph

Note: the problem never mentions using addition to compute # Animals, but the solution 
requires such operation to compute the answer. The addition operations here are implicit 
operations, which is implied through common sense knowledge and natural language. 

In GSM-8K, all four operations have the corresponding relationships in questions that ask for 
the answer to perform an implicit operations. These operations severely impact the model 
performance. 

Cobbe, K., Kosaraju, V., Bavarian, M., Chen, M., Jun, H., Kaiser, L., ... & Schulman, J. (2021). Training verifiers to solve math word problems. arXiv preprint arXiv:2110.14168.



Reasoning Questions Through Computational Graph: 
Implicit Operations 
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#Lions in Zoo

#Dogs in Zoo

1

2

Total Animal in 
Zoo

3

Q: Given [1]. [2] equals [1]. What is [3]? 

Computational Graph 

Following Physics of LM 2.1, we use the abstract – instance parameter construct. The 
abstract parameters are usually variables that are summative or more abstract in 
naming, while the instance parameters are named concretely. 

The edges from instance to abstract parameters are red. The essense of implicit 
operations is that we omit the description of red edges, forcing the LLM to rely on its own 
commonsense reasoning to complete the operations. 

Ye, T., Xu, Z., Li, Y., & Allen-Zhu, Z. (2024, July). Physics of language models: Part 2.1, grade-school math and the hidden reasoning process. In The Thirteenth International Conference on Learning 
Representations.



What about implicit multiply operator? 

It turns out that if every nodes in the computational 
graph are with the following naming pattern 
“something” in “something” (2-entity), we cannot 
generate multiplication. 
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Computational Graph 

Multiplication usually happens at instance dependency, or when instance has its own instance. 
Therefore, we needs one additional layer of dependency for generating the additional dependency 
(3-entity variables). 



What about implicit multiply operator? 

Q: # Lions in Zoo equals 7. The average # Newborn Children per Adult Lion in Zoo equals 2. What is the 
total # Newborn Animal Children in Zoo? 
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Computational Graph 



How to generate implicit – and ÷

• Though ubiquitous in GSM-8K, missing in prior works 

• Naively, we still can generate these implicit operations using 
formulating dependency as we have shown before 

• However, randomly generated “–” easily introduce negative results, 
floating numbers from “÷”, which cannot be easily solved without 
adding restrictions to the original problems 

• Here we introduce Reverse Mode, a simple fix for the problem 
• Generate minus using plus, and divide using multiply as before. But 

perturb the sequence which they appear in 
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Computational Graph 



How to generate implicit – and ÷
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Computational Graph 



Mapping from Graph to natural language problems

• Mathematical Operations: all operations are in integer, and the range of digits 
are within three digits (for op <= 30), and slowly relaxing when op increases 

• Linguistic familiarity (purely prompt engineering): LLMs don’t like A’s B. B in A. 
For three-entity, LLMs don’t like A’s B’s C. Use C per B in A. 

• Avoid realistic concepts (locations, person’s full name, festival name): LLM 
may confused by its own memory. 

• Unit alignment: “C per B in A” and “B in A” needs to have the same unit, so 
that the limitation to the random generation of computation graph is minimal 
(encouraging more diverse pattern) 
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Computational Graph 



Template: “Crazy Zootopia” 
Problem: The number of adult racoon in South Zoo equals 1 plus the total number of 
adult animals in Mayer Aquarium. The number of adult fox in Mayer Aquarium equals 2.  
Question: What is the total number of adult animals in South Zoo? 
Solution: Define adult fox in Mayer Aquarium as t; so t = 2. Define total number of adult 
animals in Mayer Aquarium as l; so l = t = 2. Define adult racoon in South Zoo as h; n = l = 
2; so h = 1 + n = 1 + 2 = 3. Define total number of adult animals in South Zoo as Y; so Y = h 
= 3. Answer: 3.

Template: “Teachers in School” 
Problem: The number of regional medical school in Brightford equals 1. The number of 
elementary school in Hawkesbury equals 1 plus the total number of schools in 
Brightford.  
Question: What is the total number of schools in Hawkesbury? 
Solution: Define regional medical school in Brightford as B; so B = 1. Define total 
number of schools in Brightford as y; so y = B = 1. Define elementary school in 
Hawkesbury as T; m = y = 1; so T = 1 + m = 1 + 1 = 2. Define total number of schools in 
Hawkesbury as q; so q = T = 2. Answer: 2.

Template: “Movie Festival Awards” 
Problem: The number of solemn period drama in Festival de Clairmont equals 1 plus 
the total number of movies in Festival de Saint-Rivage. The number of calm road movie 
in Festival de Saint-Rivage equals 3.  
Question: What is the total number of movies in Festival de Clairmont? 
Solution: Define calm road movie in Festival de Saint-Rivage as Z; so Z = 3. Define total 
number of movies in Festival de Saint-Rivage as x; so x = Z = 3. Define solemn period 
drama in Festival de Clairmont as e; o = x = 3; so e = 1 + o = 1 + 3 = 4. Define total 
number of movies in Festival de Clairmont as G; so G = e = 4. Answer: 4.
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Increasing Diversity Through Natural Language Templates 
Computational Graph 



• Generated through our generator 
• Originally, we organize the benchmark to 

have three components 
• Explicit Ops only (Easy) 
• Two-entity variables only – Explicit Ops 

+ Implicit +/- (Medium) 
• Three-entity variables – Explicit Ops + 

Implicit +-×÷ (Hard) 
• However, for stronger model, the 

generation length eventually exceeds 4K, 
which is longer than many API output limit. 
• Therefore, we modify the “Easy” subset, 

calling it “Symbolic” 

GSM-Infinite 

(a) (b)
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Positioning of GSM-Infinite



Long Context through Extending Core Computational Graph 

Essential Variables and Logical Connections

Noise Variables

Noise Variables
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GSM-Infinite 

Design of Noise Addition Actual Visualization of 8K Problem 



Adding noise to boost it to longer context 
The problem can be boosted to 8K, 16K, 32K, 64K, 128K 

Problem: The number of adult glass frog in Moonshadow Current equals the difference between the number of adult crow in Oakridge Riverside and the total number of adult animals in Pine 
Ridge. The number of adult axolotl in Moonshadow Current equals the sum of the total number of adult animals in Oakridge Riverside and the total number of adult animals in Crystalbrook
Stream. The number of adult emperor penguin in Crystalbrook Stream equals the sum of the total number of adult animals in Pine Ridge and the number of adult crow in Oakridge Riverside. The 
number of adult red-eyed tree frog in Moonshadow Current equals the number of adult crow in Oakridge Riverside. The number of adult scarlet macaw in Moonshadow Current equals the 
difference between the number of adult blue jay in Oakridge Riverside and the number of adult crow in Cedar Valley. The number of adult wood frog in Moonshadow Current equals the number 
of adult crow in Oakridge Riverside. The number of adult crow in Oakridge Riverside equals 3. The number of adult rainbow lorikeet in Moonshadow Current equals the sum of the total number 
of adult animals in Cedar Valley and the total number of adult animals in Pine Ridge. The number of adult marbled salamander in Moonshadow Current equals the number of adult crow in 
Oakridge Riverside. The number of adult tiger salamander in Moonshadow Current equals the sum of the number of adult crow in Oakridge Riverside and the number of adult blue jay in 
Oakridge Riverside. The number of adult fire salamander in Moonshadow Current equals the difference between the number of adult blue jay in Cedar Valley and the total number of adult 
animals in Pine Ridge. The number of adult coqui frog in Moonshadow Current equals the number of adult blue jay in Oakridge Riverside. The number of adult crow in Pine Ridge equals the 
difference between the total number of adult animals in Cedar Valley and the number of adult blue jay in Cedar Valley. The number of adult poison dart frog in Moonshadow Current equals the 
total number of adult animals in Cedar Valley. The number of adult hellbender in Moonshadow Current equals the total number of adult animals in Oakridge Riverside. The number of adult 
golden mantella in Moonshadow Current equals the total number of adult animals in Cedar Valley. The number of adult blue jay in Cedar Valley equals 1. The number of adult surinam toad in 
Moonshadow Current equals the sum of the number of adult crow in Oakridge Riverside and the number of adult blue jay in Cedar Valley. The number of adult cane toad in Moonshadow
Current equals the difference between the total number of adult animals in Pine Ridge and the number of adult blue jay in Oakridge Riverside. The number of adult pacific tree frog in 
Moonshadow Current equals the number of adult crow in Oakridge Riverside. The number of adult african clawed frog in Moonshadow Current equals the total number of adult animals in 
Oakridge Riverside. The number of adult crow in Cedar Valley equals 3. The number of adult blue jay in Oakridge Riverside equals the total number of adult animals in Pine Ridge. The number of 
adult dwarf african frog in Moonshadow Current equals the total number of adult animals in Cedar Valley. The number of adult eastern newt in Moonshadow Current equals the total number of 
adult animals in Oakridge Riverside. The number of adult toucan in Moonshadow Current equals the total number of adult animals in Cedar Valley. The number of adult giant salamander in 
Moonshadow Current equals the difference between the number of adult blue jay in Cedar Valley and the total number of adult animals in Cedar Valley. The number of adult leopard frog in 
Moonshadow Current equals the number of adult blue jay in Cedar Valley. The number of adult bullfrog in Moonshadow Current equals the number of adult blue jay in Oakridge Riverside. The 
number of adult golden pheasant in Moonshadow Current equals the sum of the number of adult crow in Oakridge Riverside and the total number of adult animals in Oakridge Riverside. The 
number of adult peacock in Moonshadow Current equals the total number of adult animals in Cedar Valley. 

Question: What is the total number of adult animals in Oakridge Riverside?

Solution: Define adult blue jay in Cedar Valley as z; so z = 1. Define adult crow in Cedar Valley as D; so D = 3. Define total number of adult animals in Cedar Valley as f; so f = z + D = 1 + 3 = 4. 
Define adult crow in Pine Ridge as o; so o = f - z = 4 - 1 = 3. Define total number of adult animals in Pine Ridge as X; so X = o = 3. Define adult blue jay in Oakridge Riverside as g; so g = X = 3. 
Define adult crow in Oakridge Riverside as F; so F = 3. Define total number of adult animals in Oakridge Riverside as t; so t = g + F = 3 + 3 = 6. Answer: 6.

Noise addition The Necessary Statements

GSM-Infinite 



Semantically Close Noise is Challenging for RAG

(a)

(b)
(c) (d)
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Area-Under-Curve (AUC) is the core metric used to 
compare between LLMs  

Ac
cu

ra
cy

Number of Ops

Measurement

Sum of all the 
Boxes are AUC

Acc Threshold
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Zero-noise Leaderboard 
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Experiments 

https://infiniailab-gsm-infinite-leaderboard.hf.space/



Long-context Leaderboard 
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Experiments 

Gemini-1.5-Pro-002

Mistral-Large-Instruct-2411

Qwen2.5-72B-Instruct

Gemini-1.5-Flash-002
DeepSeek-V3 Llama3.1-70B-Instruct

MiniMax-Text-01

GPT-4o-mini-2024-07-18Qwen2.5-7B-Instruct

Llama3.1-8B-Instruct

https://infiniailab-gsm-infinite-leaderboard.hf.space/



Performance Degradation of LLMs 
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R^2 = 0.9828

R^2 = 0.9825
R^2 = 0.98431

• LLM performance degradation is exponential; can be fitted well using sigmoid function on Realistic subsets; 
• We also can see the significant difference between cot model vs. non-cot models and model 
• of different sizes 

Experiments 
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Experiments 

(d) Minimax-Text-01 (e) Qwen-2.5-72B-Instruct 

(a) Deepseek-V3 (b) Llama-3.1-405B-Instruct (c) Mistral-Large-2411 

Reverse-thinking Problems have LLM Performance consistently lower than on 
Forward-thinking Ones 



Noise Ablations – Close Noise is Crucial for RAG-Insolvable 
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Experiments 

821

756

704

910

110

1290

• Different noise actually leads to increase the performance of RAG 
• Striking difference between other noise and the close noise 
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Experiments 

LLM Performance drops 
sharply as context length 
increases 
(Diverse Pattern) 



Repeated Sampling 
Linear Scaling in Performance with Exponential Increase in Compute Inference 
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Experiments 



Thank you all for listening 

I am here to take questions 
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